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’ INTRODUCTION

Some evergreens, including the grand fir (Abies grandis),
possess a great defense against physical injury: when wounded
they secrete tall oil, also known as pine resin. Pine resin is a
complex mixture of mono- (C10), sesqui- (C15), and diterpe-
noids (C20).

1 The low-molecular-weight mono- and sesquiter-
penoids act as toxins to insects that may attack the grand fir, such
as Bark beetles and their symbiots; further they act as solvent to
mobilize diterpenoids to the wound site.1 Once there, volatiliza-
tion of the mono- and sesquiterpenoids results in concentration
and oxidative polymerization of the diterpenoids, effectively
sealing wounds and preventing further damage to the majestic
trees.1 Tall oil is not only of use toAbies grandis; it is also collected
as a byproduct of the paper industry (although some companies
harvest it from living trees) and is traded on the global market
mainly for one constituent: rosin.2 Rosin, which makes up one-
quarter of tall oil, finds use in many products including inks,
adhesives, paper sizing, and chewing gum base.2

Abietic acid is the diterpenoid present in tall oil mainly
responsible for its polymerizable nature.1 It is naturally derived
from geranylgeranyl diphosphate through the pathway depicted
in Scheme 1.3 Geranylgeranyl diphosphate is first transformed by
abietadiene synthase3a�d to abietadiene. Next, oxidation of the
C18 methyl group4 is carried out in a process that involves two
different cytochrome P450s (mono-oxygenases) and one dehy-
drogenase enzyme.3e

Terpene cyclase enzymes (including abietadiene synthase)3,5,6

have enjoyed a generous amount of attention, in part due to the
efficiency of the cyclization procedures that take acyclic pre-
cursors to complex, polycyclic ring structures.5 Experiments have
shown that abietadiene synthase first converts geranylgeranyl
diphosphate to copalyl diphosphate before passive diffusion to a
second active site occurs, where the newly formed copalyl diphos-
phate is converted to abietadiene (see Scheme 1).3d It has also been
shown that conversion of copalyl diphosphate to abietadiene occurs
in a multistep process and involves the pimaradienyl cation inter-
mediate, as depicted in Scheme 2.3f�i

In 2009, electronic structure calculations showed that the
proton and methyl shifts (blue and red arrows, Scheme 2) can
occur in a concerted but very asynchronous fashion.5i,7 Of even
greater importance, the calculations indicate the presence of a
potential energy surface (PES) with a bifurcation8 to form two
products during the concerted/asynchronous conversion of
pimaradienyl cation to abietadienyl cation. This is illustrated
withmore detail in Scheme 3 for a truncated system that has been
shown to behave similarly.5i

PES bifurcations (see Figure 1 for a generic example) are
characterized by two consecutive transition states (TSs) with no
intervening minimum.9 Reports of such topological features are

Received: March 9, 2011

ABSTRACT: Abietic acid, a constituent of pine resin, is
naturally derived from abietadiene— a process that requires
four enzymes: one (abietadiene synthase) for conversion of the
acyclic, achiral geranylgeranyl diphosphate to the polycyclic,
chiral abietadiene (a complex process involving the copalyl
diphosphate intermediate) and then three to oxidize a single
methyl group of abietadiene to the corresponding carboxylic
acid. In previous work (Nature Chem. 2009, 1, 384), electronic
structure calculations on carbocation rearrangements leading to
abietadienyl cation revealed an interesting potential energy surface with a bifurcating reaction pathway (two transition-state
structures connected directly with no intervening minimum), which links two products— one natural and one not yet isolated from
Nature. Herein we describe direct dynamics simulations of the key step in the formation of abietadiene (in the gas phase and in the
absence of the enzyme). The simulations reveal that abietadiene synthasemust intervene in order to produce abietadiene selectively,
in essence steering this reaction to avoid the generation of byproducts with different molecular architectures.
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appearing more frequently, although the bulk of the chemical
systems involved are very small (under 10 non-hydrogen atoms),
and often these bifurcations link indistinguishable (symmetry-
related) isomers.8 An increasingly large number of reaction
pathways have been shown to bifurcate to chemically unique

Scheme 1. Biosynthetic Formation of Abietic Acid from Geranylgeranyl Diphosphate3,4

Scheme 2. Mechanism for conversion of copalyl diphosphate
to abietadiene

Scheme 3. Details of a PES Bifurcation Leading to Either of
Two Products: 4 (an Analogue of Abietadienyl Cation) and 5
(an Analogue of a Heretofore Unobserved Product)a

a Full C20 congeners of the two products appear directly below their
truncated forms.
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products.8 The bifurcation described in Scheme 3 falls into this
category, in which products with dramatically different chemical
scaffolds are formed. Furthermore, to the best of our knowledge
this case appears to be the first involving a biologically relevant
PES bifurcation. It is generally recognized that accurate predic-
tion of product distributions for such systems is obtainable only
through chemical dynamics simulations.8,10,11

Herein, we report a gas-phase (enzyme-free) post-transition
state10 direct dynamics13 simulation of TS 2q shown in Scheme 3.
Our aim is to determine if, in the absence of an enzyme, there is
an inherent preference for the naturally occurring product as a
result of chemical dynamics effects. Comparison of our chemical
dynamics simulation data to the natural (enzyme-catalyzed)
process reveals whether an appreciable amount of the unob-
served product (5) would be formed in the absence of the
enzyme, and therefore whether the enzyme must steer the
chemical reaction.

’COMPUTATIONAL METHODS

Electronic Structure Calculations and Model for the PES.
Electronic structure calculations were performed with the NWChem14

computer program to establish the level of theory needed to represent
the PES for the post-transition-state dynamics of TS 2q. Geometry
optimizations of stationary points were performed using the MP2,15

B3LYP,16 BB1K,17 and M05-2X18 electronic structure theories paired
with the 6-31þG(d,p)19 basis set. The aug-cc-pVDZ20 basis set was
paired with each of the above models in test calculations; however, all
proved cost-prohibitive except for B3LYP. These model theories were
recently evaluated for their efficacy in describing the energetics of several
reactions, including reactions involving transfer of hydrogen and heavy
atoms.21 Stationary points were classified as minima or TS structures by
frequency analysis. Energies reported for computed stationary points are
electronic energies (E) with unscaled zero-point energy (ZPE) correc-
tions. CCSD(T)22/aug-cc-pVDZ20 single-point (energy) calculations
were carried out to benchmark the energy of each stationary point, and
the energies reported from this level include ZPE corrections (unscaled)
from the underlying (lower level) method.

The previous electronic structure calculations by Hong and Tantillo5i

for the PES utilized the B3LYP functional, a hybrid density functional
theory (DFT) method that has been extensively questioned for some of
its shortcomings, which include troubles with describing extended π-
systems23 and van der Waals interactions,24 along with a reported size
dependence25 and a failure to describe 1,3-alkyl-alkyl interactions,26

among other things.27 To evaluate any error in the B3LYP method,
stationary points for the PES were fully optimized with two other DFT
methods, BB1K17 and M05-2X,18 as well as the wave function theory
(WFT)-based MP215 method, and the calculated energies are listed and
compared in Table 1.

As is evident from the relative energies displayed in Table 1, all the
stationary points were found at all levels of theory, with exception of TS 3q

with M05-2X, which remained elusive despite repeated attempts to
locate it. It is possible that the TS could be found by using different TS
searching algorithms. It is important to note that the relative energies
displayed in Table 1 are, in general, very similar across all the various
methods. Comparing DFT- and WFT-based approaches is easiest for
B3LYP and MP2. For neutral, closed-shell molecules, it is believed that
MP2 generally overestimates barriers while B3LYP underestimates
them.28 It has been noted in previous studies that MP2 favors deloca-
lized structures in cationic molecules,29 which explains the observed
discrepancy in energetics and structures (see Supporting Information for
optimized coordinates).

To more accurately quantify the differences between B3LYP and
MP2 optimized geometries, CCSD(T) single-point energy calculations
were carried out, and the results appear in Table 1. Of note is that

Figure 1. Generic example of a PES exhibiting a bifurcating pathway.12

Surface details: f(x,y) = 2x3 � 5x2 � 5xy2 þ y2 þ 2; saddle points are
located at (0,0,2) and (1.67,0, �2.63).

Table 1. Relative Energies (ΔEþΔZPE in kcal/mol) for Stationary Points 2�5 (Relative to 1) and Relative Cost As Computed
with B3LYP, BB1K, M05-2X, MP2, and CCSD(T)

entry methoda 2q 3q 4 5 costb

1 B3LYP/6-31þG(d,p) (Gaussian03)c 26.08 7.33 �27.44 �19.51 �
2 B3LYP/6-31þG(d,p) 26.06 7.55 �27.43 �19.50 1.00

3 B3LYP/aug-cc-pVDZ 25.37 7.90 �26.65 �18.28 14.81

4 BB1K/6-31þG(d,p) 26.64 9.13 �25.51 �16.89 2.61

5 M05-2X/6-31þG(d,p) 27.01 d �23.94 �13.48 2.57e

6 MP2/6-31þG(d,p) 25.50 8.94 �23.54 �14.76 8.05

7 CCSD(T)/6-31þG(d,p)//B3LYP/6-31þG(d,p)f 29.58 9.24 �22.86 �14.46 �
8 CCSD(T)/aug-cc-pVDZ//B3LYP/6-31þG(d,p)f 26.98 10.25 �20.57 �12.69 �
9 CCSD(T)/6-31þG(d,p)//MP2/6-31þG(d,p)f 29.06 9.16 �22.51 �14.13 �
10 CCSD(T)/aug-cc-pVDZ//MP2/6-31þG(d,p)f 26.41 10.27 �19.89 �12.18 �

aAll calculations carried out herein were completed using NWChem. bCost is defined as the average amount of CPU time to carry out a frequency
calculation for a given method divided by that for B3LYP/6-31þG(d,p) (NWChem). cValues from ref 5i. dTransition structure 3q could not be located
with M05-2X, despite multiple attempts. eRelative cost considers everything except 3q. f Single-point energies computed with coupled cluster include
ZPE corrections (unscaled) from the underlying (lower level) geometry optimization.
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CCSD(T) requires a slightly larger basis set to accurately determine the
energies, as evidenced by relatively large differences in energy on going
from the 6-31þG(d,p) basis set to the slightly larger aug-cc-pVDZ
(compare, e.g., entries 7 and 8). The CCSD(T)/aug-cc-pVDZ single-
point calculations reveal that in this system B3LYP/6-31þG(d,p) more
accurately determines the structure of minima than does MP2/6-
31þG(d,p), as evidenced by lower energies for minima 4 and 5 when
comparing entries 8 and 10.

The relative cost, defined as the average amount of CPU time to carry
out a frequency calculation for a given method divided by that for
B3LYP/6-31þG(d,p) (NWChem), is also displayed in Table 1.
B3LYP/6-31þG(d,p) is the most computationally efficient and also
provides a semiquantitative representation of the PES. It is the method
used for most of the direct dynamics trajectories reported here. A
smaller number of trajectories were calculated using the MP2/6-31þ
G(d,p) PES.

Although energetic criteria are important, we are interested in the
evolution of dynamics across the PES, so nonlocal properties are also of
importance; i.e., what are the differences in shape of the PESs for the
different electronic structure methods? Vibrational frequency analyses
provide this type of information (see Supporting Information for the

imaginary frequencies (λ) for TSs 2q and 3q). Overall, the imaginary
frequencies for the different DFT methods, with the 6-31þG(d,p) basis
set, are all very similar, providing additional support for the use of B3LYP
for the direct dynamics as compared to either of the other two DFT
methods that are substantially more computationally expensive. For
TS 2q, DFT λ values (in cm�1) vary from 1296i to 1351i, while the MP2
value is 1203i. For TS 3q, DFT λ values vary from 94i to 118i, and the
MP2 value is 125i.
Computational Details of the Direct Dynamics Simula-

tions. Integrating the Classical Equations of Motion. The B3LYP/6-
31þG(d,p) direct dynamics simulations were performed with
VENUS05,30 coupled to NWChem. To perform the direct dynamics
it is important to have an efficient method for accurately integrating
Newton’s equation of motion. This was established by calculating a
sample trajectory with the velocity Verlet,31 sixth-order symplectic,32

and Hessian33 integrators and with variation in the integration time step
for the former twomethods and variation in the trust radius for the latter.
Although the sixth-order symplectic integrator provided the least variation
in relative energy, its computational cost is excessive. The velocity Verlet
integrator, with a 0.5 fs time step, was taken as a reasonable compromise
between accuracy and computational time. The computational time for

Figure 2. Summary of results from 100 velocity Verlet trajectories utilizing 0.5 fs time steps and B3LYP/6-31þG(d,p) forces. Five out of the 100 total
trajectories recross the TS and form reactant 1. The percentages of the reactive trajectories (95 in total) are normalized to add to 100%.
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the unoptimized Hessian integrator was 1.70 times that of the velocity
Verlet for the same level of accuracy. Compared to the mean average
total energy of 186.60 kcal/mol, the mean average energy variation for
the velocity Verlet integrator after 1 ps is 0.74 kcal/mol. Integrating one
trajectory for 1 ps took 1 week of computer time running on eight cores
of a dual 2.66 GHz Xeon E5430 quad-core node.

To compare with the B3LYP/6-31þG(d,p) simulations, a smaller
number of trajectories were calculated usingMP2with the same basis set
and parameters as for the B3LYP trajectories. Each of these MP2
trajectories required 6 weeks of computer time running on the node
described above.
Trajectory Initial Conditions and Ensembles. The direct dynamics

trajectories were initiated at TS 2q. The trajectory initial conditions were
chosen from 330.15 K Boltzmann distributions for reaction coordinate
translation, the vibrational degrees of freedom, and the three internal
rotational degrees of freedom.34 This model for initiating the trajectories
assumes that recrossing of the TS is unimportant, so transition state
theory (TST) gives an accurate rate constant for the 1f 4þ 5 reaction.
The trajectories were directed off TS 2q toward the reaction products,
and TS recrossing was found to be unimportant. Quasiclassical sampling,
which includes ZPE, was used to randomly select vibrational states for
the initial conditions. The normal-mode energies for the vibrational states
were transformed to the Cartesian coordinates and velocities used for
calculating the direct dynamics trajectories by choosing a random classical
phase for each normal mode. Recent work35 has shown that this approach
for TS sampling leads to the same dynamics as using the Wigner distribu-
tion to transform the normal-mode energies to coordinates and momenta.

For the B3LYP/6-31þG(d,p) direct dynamics simulation, an en-
semble of 100 trajectories was calculated. A similar ensemble of 21
trajectories was calculated for the MP2/6-31þG(d,p) direct dynamics.

’RESULTS OF THE DIRECT DYNAMICS SIMULATIONS

Product Yield and Reaction Pathways. The results of the
100 direct dynamics trajectories calculated with B3LYP/6-
31þG(d,p) are summarized in Figure 2. A very small fraction,
only 5 out of 100, recross the TS and form the reactant, 1. Of the
remaining 95 trajectories, the majority (59%; 56 of 95 reactive
events, σ = 5)36 proceed to the analogue of abietadiene, 4.
Interestingly, we find that 35% (33 of 95 reactive events, σ = 5) of
the reactive trajectories proceed to the analogue of the unob-
served structure, 5. On the basis of these dynamic simulations,
the relative ratio of 4:5 is predicted to be 1.6:1— a striking result,
considering that the 20-carbon-atom product corresponding to 5
is not observed as a product of the enzyme-catalyzed process.3

All four pathways observed in the dynamics simulations have
their first step in common: movement of the H-atom to form a
methyl group at C16 (see Figure 2 for numbering). The
distribution of products then diverges into one of two groups.
The first group includes those products formed from alkyl group
migration; 4 and 5 are included in this group. The second group
involves more complex motions that cannot be considered alkyl
group migrations; formation of 6þ 7 and 8 falls into this group.

Figure 3. Snapshots of trajectories forming products 4 and 5 (left and
right, respectively). Figure 4. Distribution plots (histograms) for the amount of time for

reaction to 4 (top) and 5 (bottom) to be completed.37 Bin size is 20 fs.
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Atomic-Level ReactionMechanisms. Figure 3 displays snap-
shots along example trajectories that form 4 and 5 (see Support-
ing Information for example movies). After the initial H-atom
transfer, the formation of 4 occurs through a second event in
which themethyl group, C11, shifts (breaking the C2�C11 bond
and forming the C11�C15 bond). The 180 fs snapshot
(Figure 3) provides a reasonable depiction of the TS for this
requisite methyl shift. Overall this transformation into 4
happens quite quickly; on average H-transfer is complete by
44 fs (σ = 33 fs), while 191 fs (σ = 82 fs) delineates a complete
process.37

Formation of 5 (Figure 3, right) is distinguished by a different
alkyl shift than for the formation of 4 (here the C1�C2 bond
breaks and a C1�C15 bond is formed). The 230 fs snapshot
(Figure 3) provides a reasonable depiction of the TS for this alkyl
shift. Overall transformation to 5 takes a bit longer than for
formation of 4. On average H-transfer is complete by 37 fs (σ =
24 fs), while 272 fs (σ = 115 fs) delineates a complete process.37

For the example trajectories in Figure 3, relaxation to a structure
resembling an equilibrium-geometry takes much longer for 5
(560 fs, cf. 230 fs for 4). This difference in times is likely due to
the fact that the equilibrium geometry of 5 is more dissimilar to
the TS that precedes it than is the geometry of 4. Figure 4 shows
distribution plots (histograms) for the amount of time for the
reaction to 4 (top) and 5 (bottom) to be completed.37 Take note
of the sharper shape of the distribution forming 4. This is
contrasted with the distribution forming 5, which displays a
wider spread. This difference in shape is also described by a
longer average time for reaction completion (81 fs longer for 5
than for 4) and a larger standard deviation in that time.

As a quantitative measure of how asynchronous the H- and
C-shift events are in the formation of 4 and 5, respectively, the
time gap38 (time between these events) was evaluated (see
Figure 5 for distribution plots). Formation of 4 is accompanied
by an average time gap of 147 fs (σ = 89 fs), while formation of 5
is accompanied by an average time gap of 235 fs (σ = 113 fs). To
put this into perspective, the periodicity of C�C vibrations is
∼42 fs, while that for C�H vibrations is ∼11 fs,39 meaning that
approximately four to five C�C bond vibrations may occur
between the C�H and C�C bond-forming events on the way to
4 and 5— a substantial amount of time.
To further measure the asynchronous nature of the pathway

forming 4 and 5, primary reaction coordinates were chosen for
each reaction: C11�C15 bond formation for 4, C1�C15 bond
formation for 5, and C16�H18 bond formation for both path-
ways. The evolution of these reaction coordinates over the course
of each trajectory is shown in Figure 6, where C11�C15 versus
C16�H18 and C1�C15 versus C16�H18 are plotted versus
time for formation of 4 and 5, respectively.
For products 4 and 5, Figure 6 shows that the average trajectory is

highly asynchronous, evidenced by the fact that the C�Hbond is
formed entirely (vertical portions of average trajectories) before
C�C bond formation. Furthermore, trajectories to 4 and 5 each

Figure 5. Distribution plots (histograms) for the time gap38 between
C�H and C�C bond-forming events37 in the formation of 4 (top) and
5 (bottom). Bin size is 20 fs.

Figure 6. Plots of key pairs of reaction coordinates versus time for
pathways forming 4 (top) and 5 (bottom). For each plot stationary
points, the synchronous pathway, all trajectory data (truncated once the
minimum is formed),37 the average trajectory (black), and IRC path5i

(red) are shown.
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follow (in an average manner) the IRC (minimum energy)
pathway,5i as evidenced by a close correspondence between the
IRC and average trajectory traces in Figure 6. It is important
to note that often the atomic-level mechanism does not follow
the IRC.40

We also observe other reactivity, namely elimination of ethylene
(6 þ 7, Figure 2) and an interesting cyclopropanation (8; see
Figure 7 for snapshots from example trajectories). Elimination of
ethylene takes place via a pair of tandem proton transfers. H18 is
the proton transferring in 2q, and this hydrogen atom is retained
in the ethylene product. Once H18 has transferred, a second H
transfer occurs, allowing for the elimination to occur. This
elimination is a very fast process, with the initial H-shift com-
pleted by 10 fs and the secondary H-shift in progress by 50 fs.
This is followed byC�Cbond breakage that starts around 110 fs,
and by 180 fs ethylene is well along its exit pathway. However,
this reactivity is found in only a single reactive trajectory (σ = 1),
making it a relatively low probability event.
The cyclopropanation forming 8 is distinguished from other

pathways by the formation of a C3�C15 bond. 8 is approxi-
mately thermoneutral with respect to reactant 1. Note that the
thermal reaction of methyl cyclopropane, forming 1-butene is an
analogue of this ring-opening (in reverse), which has been
studied by others.41 Formation of 8 occurs quite rapidly with
the example trajectory (Figure 7, right) completed by 80 fs. On
average (5 total events, σ = 2) H-transfer is complete by 54 fs
(σ=38 fs) whileC�Cbond formationoccurs at 112 fs (σ=16 fs).37

At 58 fs (σ = 46 fs), the time gap for this process is substantially

shorter than those for the production of 4 and 5. In fact, the time
gap is on the order of a single C�C bond vibration, which may
classify it as a relatively synchronous reaction (with respect to the
major C16�H18 and C3�C15 bond forming events). Also of
interest are animations, which show that energy is heavily
localized in the ring-fused C�C cyclopropane stretching mode
(C2�C3); this is manifest in the snapshot at 230 fs, where the
C�C bond is noticeably elongated (see Supporting Information
for an example movie).
Comparison of B3LYP and MP2 Direct Dynamics. As a test

of the validity of the B3LYP/6-31þG(d,p) trajectories, a smaller
sample of MP2/6-31þG(d,p) trajectories was run. Due to the
computational expense, substantially fewer MP2 trajectories
were carried out (only 21; integrating one MP2 trajectory for 1
ps takes approximately 6 weeks of computational time on the
nodes mentioned above— about 6 times as long as with
B3LYP). Of these trajectories, 19 were found to be reactive,
with 12 (63%) proceeding to abietadiene analogue 4 and 6 (32%)
proceeding to non-natural analogue 5 (a ratio of 2:1 for 4:5, cf.
1.6:1 from B3LYP results). Additionally, 1 reactive trajectory
(5%) was found to proceed to the cyclopropanated compound 8.
These results are remarkably similar to those obtained with
B3LYP, indicating an apparent insensitivity to model chemistry
for this interesting reaction.

’CONCLUSION

Our gas-phase dynamics simulations predict a relative product
ratio for 4:5 of approximately 1.6:1. With the assumption that
this model system (Scheme 3) mirrors that of its larger, 20-
carbon congeners, this means that the enzyme abietadiene
synthase must be steering this reaction to avoid the seven-
membered ring containing product. Although there is an inher-
ent dynamical preference for the observed natural product, it is
not to the exclusion of detectable amounts of the alternative
product. Possible means for steering the reaction toward the
observed natural product includeC�H/π42 interactions, cation/π43

interactions, and steric control. We plan to continue investigating
this model system to pinpoint which factors dominate the
abietadiene synthase reaction. We will also look to this model
system to determine what role solvent might play in this interesting
PES, with the potential for predicting what an experimental
chemist might expect to see upon generation of 1 in the solution
phase. Caution about whether this model system fails to capture
all of the key dynamic effects cannot be overstated and will be
addressed by trajectory simulations on the full 20-carbon system.
Work is currently being carried out on all of these fronts, and we
look forward to reporting on those results in the near future.
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